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Mr. Chairman, members of the Committee,
thank you for the opportunity to testify on
legislation regarding computer viruses. My
name is Marc Rotenberg and I am the director of
the Washington Office of Computer Profession-
als for Social Responsibility (CPSR).

CPSR is a national membership organization of
computer scientists and other specialists that
seek to inform the public about the social impact
of computer systems. Our membership includes
a Nobel Laureate and five Turing Award win-
ners, the highest honor in computer science.
CPSR members have examined several national
computing issues and prepared reports on fund-
ing priorities in computer science, the Strategic
Defense Initiative, computer risk and reliability,
and the proposed expansion of the FBI’s records
system.!

You have asked me to examine legislation that
has been introduced in the House of Representa-

* Before the Subcommittee on Criminal Justice, Commit-
tee on the Judiciary, US House of Representatives.

tives related to computer viruses. I appreciate
this opportunity and am glad that you have taken
an interest in this subject.

It was just a year ago last week that the Cornell
“virus” swept through the Internet.? For many
people in this country it was the first that they
had heard of computer viruses and similar
programs that could bring a nation-wide com-
puter system to a halt. Even as system managers
were clearing the code out of their computers,
discussions about the vulnerabilities of computer
systems and the rights and responsibilities of
computer users were taking place all across the
country.

CPSR Members Address the Computer Virus

In Palo Alto, California CPSR members met
shortly after the Internet virus to discuss the
significance of the event. Over the course of
several days our members discussed the wide-
ranging issues raised by the incident.* The
discussion revealed many concerns about net-
work security, ethical accountability, and com-
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puter reliability. It also revealed a division
within our organization about the moral respon-
sibility of the virus author. Some of our mem-
bers believed that the person responsible for the
virus had performed a great service for the
computer community by drawing attention to the
security flaws in the Internet, particularly the
UNIX operating system. Others felt strongly
that this person had violated a fundamental
understanding within the computer community
not to exploit known security flaws and had
caused great damage to users of the Internet.
The division within our organization reflected a
division within the computer science commu-
nity.*

In the end we issued a statement on the computer
virus that has been widely circulated in the
computer community and republished in com-
puter journals.’ I have attached the CPSR state-
ment to my testimony and ask that it been en-
tered into the hearing record.

On the issue of the culpability of the person
responsible for the virus we said clearly that the
act was irresponsible and should not be con-
doned. The author of the virus had treated the
Internet as a laboratory for an untested experi-
ment in computer security. We felt this was very
risky, regardless of whether data was altered or
destroyed.

But we did not view our task primarily as sitting
in judgement over the author of the Internet
virus. There had been other viruses in the past,
and there would be more in the future. More
important, we believed, was to set out the vari-
ous concerns of our organization for the public,
policy makers, and others within the profession
who were examining the significance of the
computer virus and considering various re-
sponses. We reached the following conclusions:

First, we emphasized individual accountability
as the cornerstone of computer ethics. We said
that the openness of computer networks depends
on the good will and good sense of computer
users. Criminal penalties may be appropriate for
the most pernicious acts of computer users. But
for the vast majority of cases, far more would be
accomplished by encouraging appropriate ethical
guidelines.

Second, we said that the incident underscored
our society’s growing dependence on complex
computer networks. Although the press and the
public tended to focus on the moral culpability
of the virus writer, we believed that the incident
also raised significant policy questions about our
reliance on computer systems. Since its incep-
tion, CPSR has been particularly concerned
about the development of complex computer
systems, especially in the military, that are
difficult to test and may produce misplaced trust.
There is little that tougher criminal penalties can
do to correct the problems of computer risk and
reliability.

Third, we opposed efforts to restrict the ex-
change of information about the computer virus.
Shortly after the virus incident, officials at the
National Security Agency (NSA) attempted to
limit the spread of information about the com-
puter virus and urged Purdue University to
destroy copies of the virus code.®* We thought
this was short-sighted. Since that time, several
technical reports and the widespread exchange of
information through the Internet have helped
users in the computer community more fully
understand how the virus operated and provided
the necessary data to correct security flaws.” We
continue to believe that the needs of network
users will be better served through the open and
unrestricted exchange of technical information.
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The importance of open computer networks was
also demonstrated recently during the earthquake
in the San Francisco Bay area. Before the
national networks were able to report on the
unfolding events, computer users were dialing up
networks to search for friends and to reassure
relatives. According to one account, a user of
the Prodigy service in the Bay Area senta
message out through the network to subscribers
in central Kansas, asking that someone pass the
word on to his son, a soldier based at Fort Riley,
that everybody back home was ok. The soldier,
who had been unable to reach home, received the
message from a complete stranger.?

Fourth, we encouraged a public discussion about
the vulnerabilities of computer networks and the
various technical, ethical, and legal questions
raised by the incident. Since the meeting, CPSR
members, along with others in the computer
community, have been involved in a variety of
activities, hosting panel discussions on the virus
incident, drafting papers, and encouraging an
examination of ethical standards. We believe
that these efforts will help develop a broader
understanding of the rights and responsibilities
of network users.

Complexity of the Virus Problem

[ will this morning describe some of the con-
cerns of the computer community and make
several recommendations about what Congress
might do to respond to the problem of computer
viruses. I will also address some of the potential
problems posed by proposed federal legislation.
At the outset, I should make one fundamental
point: The problems raised by computer viruses
are far-reaching and complex. There is no
simple technical or legal solution. In many
ways, we are confronting a whole new series of
policy questions that raise fundamental issues

about privacy and access, communications and
accountability. Public policy must be brought up
to date with new technologies, but in the effort to
ensure that our laws are adequate Congress
should not reach too far or go off in directions
that are mistaken or may ultimately undermine
the interests we seek to protect.

There are several issues that should be consid-
cred in the efforts to develop appropriate legisla-
tion to respond to malicious code. First is the
increased interdependence of computer systems.
The technological developments that makes
possible the spread of computer viruses also
makes possible the transfer of vast amounts of
computer information. Through computer
networks, we are now able to send electronic
mail, research findings, and tips on security fixes
far more rapidly than ever before. Efforts to
restrict the exchange of computer viruses run the
risk of limiting the flow of this valuable informa-
tion.

Throughout the computer community, there is a
deep concern that solutions to computer security
problems not destroy the trust between computer
users. Ken King, the President of EDUCOM has
warned against short-sighted solutions.® CIliff
Stoll, the Berkeley astronomer turned computer
security expert, speaks of the need to preserve
honesty and trust within the computer commu-
nity and warned against measures that could
restrict exchange of computer communications.

As computer networks have developed, so has
our concern about the reliability of computer
systems. We must reexamine our growing
dependence on complex computer networks,
particularly in the military. Simply put there are
too many computer systems in use today that are
dangerously unstable.’ A report produced
recently by the staff of the Subcommittee on
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Investigations and Oversights of the House
Science Committee highlights the enormous risk
of the current software development process.*
We are automating too many complex problems
with the expectation that computer systems can
solve problems that we ourselves don’t fully
understand. In areas that involve life critical
functions, the consequences of computer error
could be great.”

I raise these issues because there is a need to be
wary of quick legal or technical fixes that do
little to address the underlying problems we must
confront. There is a widely shared belief among
computer security experts that there is no “silver
bullet” that will solve the problem of computer
viruses.” Though there is much that can be done
to improve computer security and operations, it
should be understood that no system will ever be
one hundred percent secure.

Need for Teaching Computer Ethics

A large part of the task that lies ahead is to
develop a system of ethics that teaches computer
users about the appropriate uses of computer
systems. We need to discourage computer users
from making use of shared resources in ways
that make systems less useful to others. To
suggest an approach to computer ethics that
avoids some of the shortcomings of legislation
based on rapidly changing technical terms or
ambiguous legal phrases I would like to set out
an elaborate analogy. The more I have tried to
understand this issue, the more I have been
struck by the similarity between our evolving
computer networks and interconnected data-
bases, and our public libraries.

A library provides a great wealth of information
for its users, but not all information is equally
accessible. In many libraries, I can freely roam

the stacks and pull out what I need. But other
libraries might require that I put my request on
paper before the materials are delivered. Certain
materials at a reference desk are only accessible
after I have spoken with the appropriate person
and obtained permission.

A computer system operates in much the same
way. On many systems, I am allowed to look
through large reams of data without harm to
anyone. But for certain information, I need
permission. If I were to reach over the reference
librarian’s desk to take an article I wanted or to
look at circulation records, 1 would be violating a
library rule. So too, does the computer user
violate a computer rule when he or she enters a
system’s operating system, knowing that only
system managers and other privileged users are
authorized. We need to remind system users
about the difference between space that is public
and that which is private.'s

There are also other users in the library. In some
libraries, users might be asked to leave books in
study carrels so that others can find them. But
my right to look at a book in another person’s
carrel would not extend to a right to go through
the person’s book bag. Similarly, it may be
perfectly appropriate to look at another person’s
computer files it if is clear that they are publicly
accessible, as long as I do not go through the
person’s private files.

A library also relies on the trust and good will of
its users. A person who steals a book, or tears a
page out of a magazine has not just caused harm
to the library, but has deprived other users of the
library of a valuable resource. Computer users,
like users of a library, must increasingly under-
stand the consequences of their actions in terms
of the needs and activities of others.
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Of course it is worth noting that there are laws
against theft of library materials and destruction
of library resources. But neither these laws nor
the threat of prosecution have much effect on the
habits of library users, since the likelihood of
prosecution is so remote. When sanctions are
imposed, it is by the library and not the federal
government.

Partial Solutions

The complexity of the computer virus problem
requires a multi-part approach. Computer users,
systerm managers, vendors, professional organi-
zations, educators, and the government all have a
role to play.

In the federal government much is happening,
though more could be done.’* The National
Institute of Standards and Technology (NIST)
recently prepared a special publication on com-
puter viruses intended for managers of federal
computer systems that is useful and easy to
read.” It should be made widely available for all
of the federal agencies.

Another step that has been taken is the develop-
ment of the Computer Emergency Response
Team (CERT). The proposal was developed last
December at a closed-door session with UNIX
users and vendors at the National Computer
Security Center.'® While it is good to see the
cooperative undertaking between the federal
government and the user community, it is not an
ideal arrangement. CERT operates through the
National Security Agency and the Department of
Defense. Military control of computer security
is precisely what Congress tried to avoid with
the passage of the Computer Security Act.’® As
CPSR has noted in the past, broad claims of
national security should not provide carte
blanche for the Department of Defense and

intelligence agencies to extend their authority
over computer security.?

Moreover, it is not even clear that CERT’s
advice is error-free. A recent posting to the
“Risks” computer bulletin board on the Internet
noted that CERT had mistakenly sent out an
advisory to network users recommending the use
of potentially infected system utilities to correct
known security flaws, As one computer user
noted, this was not good advice.?

The General Accounting Office (GAO) produced
a useful overview of virus issues in a report
released in June.”? The GAO recommended that
the White House Science Adviser assume re-
sponsibility for improving computer security.
Although the GAQ’s concerns about lax security
practices is well taken, I suspect that many users
in the computer science community would object
to centralizing authority for computer security
for several reasons. Based on the experience
with the Internet, it seems that the university and
research community, Berkeley and MIT in
particular, were more effective in responding to
the virus than the federal agencies.”

One of the lessons of the Internet virus is that
responses should be developed at the host level
and not the network level. As Jeff Schiller, the
manager of the MIT Network and Project Athena
Operations Manager, has said “anybody can
drive up to your house and probably break into
your home, but that does not mean we should
close down the road or put armed guards on exit
ramps.”’*

The great value of the Internet for the user
community is its decentralized structure. Like
the phone network, it provides rapid access for
users across the country. System security re-
quirements will vary from site to site, depending
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on whether the user is located at a university, in
private industry, or a military agency. If the
GAO recommendations are followed, it should
only be to strengthen the flow of information
about network security. Any steps to create a
coercive authority in the White House for com-
puter security on the Internet, such as the crea-
tion of a computer security c¢zar, would be a
serious mistake.

Universities and research institutions can also
take steps to ensure that adequate policies are
established to minimize the risk of computer
viruses. Universities that fail to take reasonable
steps to ensure that their systems are not used for
the perpetration of a virus may find themselves
civilly liable under tort law.” Many universities
have already established policies that outline the
responsibilities of users of computer facilities,
which can serve as models for other schools.?

Research in computer ethics will also help
reduce the likelihood of computer misuse. The
National Science Foundation is planning a major
conference to bring together leaders in the
computer science community and philosophers
to discuss how more might be done to incorpo-
rate ethics into computer education. Thisis a
sensible undertaking and should build upon the
work that has already been done to improve
computer ethics.” At the same time, it is impor-
tant to note that much of the discussion about
computers and ethics focuses on the responsibili-
ties of individual users of computer systems and
not on the large organizations or institutions that
maintain and operate these systems. A coherent
system of ethics that binds a community of users,
like a system of democratic government, must be
based on an implied contract between the indi-
vidual and the institution. The individual will
uphold his or her responsibility if the institution
does as well. Concerns about privacy, security,

data quality and accountability should also be
addressed as institutions move foreward with
their recommendation for computer ethics.

Review of Legislation

The last five years has been a period of rapid
development in computer security legislation.
Congress has three times passed laws designed
to extend criminal statutes to computer technol-
ogy.? Virtually all of the states have adopted
new statutes, and many are looking at possible
changes and additions.? There are available to
prosecutors today a wide range of theories to
base criminal charges for computer related
crime.®

Based on the views of CPSR members, the
experience of the Internet virus, and our general
concern about protecting open computer net-
works, I will describe the potential problems
with the proposed federal legislation.

It is important to remember that a computer virus
may also be a form of speech, as was the Aldus
Peace Virus, and that to criminalize such activi-
ties may run afoul of First Amendment safe-
guards. Restrictions on speech should be care-
fully examined to ensure that free expression is
not suppressed. Computer networks are giving
rise to new forms of communication. The public
debates in the town square of the eighteenth
century are now occurring on the computer
networks that will take us into the twenty-first
century. These are fragile networks, and the
customs and rules are still evolving. The heavy
hand of the government could weaken the
electronic democracy that is now emerging.*!

Our legal system protects the fundamental right
of free speech in a democratic society and gives
special attention to laws that may unduly restrict
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the exchange of information. It would be wrong
to criminalize a computer communication if the
communication caused no damage, even if the
communication did not follow traditional path-
ways. Itis often those individuals and organiza-
tions without great resources who turn to these
alternative methods of communication to convey
a message.

I wonder also if in casting such a broad net, these
statutes might not meet constitutional challenge
on overbreadth grounds.3? A criminal law should
clearly distinguish between prohibited and
permissible conduct. If it fails to do this, it
grants too much discretion to law enforcement
officials to choose which cases to prosecute.
Where speech is involved, such a law might
unnecessary chill protected speech.

Some of the state statutes are poorly conceived.
Those with the software trade association who
have been pushing to extend the reach of com-
puter security statutes might consider whether
the products of their own members violate
restrictions on “alteration of data” or
“unauthorized use of resources.” To some
extent, every computer program takes control of
the user’s systems. If the program acts as in-
tended, then there are no problems. But if the
program misfires, as it sometime does, software
developers may be criminally liable.

A further problem lies in the attempt to define
the criminal act in terms of a technical phrase
such as a “virus.” A virus is not necessarily
malicious. Some viruses may only display a
Christmas- greeting and then disappear without a
trace.* Other viruses might alter or destroy data
on a disk. To treat the two acts as similar be-
cause an identical technique is involved would
be similar to punishing all users of cars because
some cars might cause the death of a person. It

is the “state of mind” of the actor and the harm
that results which should be the two guiding
principles for establishing criminal culpability.®

More interesting from a technical viewpoint is
that computer viruses may be used both to
enhance computer security and to facilitate the
exchange of computer information.’ Although
computer security experts have said that such
programs are potentially as dangerous as the
disease they are designed to cure,” it is not clear
the disseminating a benign virus should neces-
sarily be a criminal act. Hebrew University used
a computer virus to identify and delete a mali-
cious virus that would have destroyed data files
across Israel if it had remained undetected.®

I would recommend that the Congress wait until
there is more case law under the 1986 Act and
until more of the state statutes have been tested,
before enacting new computer security legisla-
tion. Congress should also obtain information
from the Justice Department about the effective-
ness of the current laws, and see whether state
courts can develop common law analogies to
prosecute the computer equivalents of trespass-
ing, breaking and entering, and stealing.®® This is
a process that happens gradually over time. The
extension of common law crimes to their com-
puter equivalents may provide a more durable
and lasting structure than federal statutes that
must be updated every couple of years.

Funding

It is difficult to talk about the role of Congress in
improving computer security without noting the
importance of funding to implement the Com-
puter Security Act, the law passed by Congress
designed to address the computer security needs
of the federal agencies. I was very disturbed to
learn two weeks ago that the conference commit-
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tee cut the proposed appropriation for NIST from
$6 million to $2.5 million, even after OMB had
approved the funding for NIST and encouraged
NIST’s new role as the lead agency for civilian
computer security.®® According to one news
account, the cut came at the urging of a Member
who had tried unsuccessfully to redirect part of
NIST’s 1989 appropriation to a special research
testing facility in his home state. If this news
account is accurate, then that Member’s short-
sighted and parochial concerns may cost the
federal agencies dearly in needed assistance with
computer security.

Conclusion

I believe that Peter Neumann, a computer Secu-
rity experience at SRI and a member of CPSR,
described the problem best when he said:

Better laws that circumscribe malevolent hacking
and that protect civil and constitutional rights would
be of some help, but they cannot compensate for
poor systems and poor management. Above all, we
must have a computer-literate populace — better
educated, better motivated and more socially con-
scious.

Tougher criminal penalties may help discourage
malicious computer activities that threaten the
security of computer networks, but they might
also discourage creative computer use that our
country needs for technological growth.*
Though we have a great deal of criminal law that
could potentially apply to the acts of computer
users, it is still very early in the evolution of
computer networks. In the rush to criminalize
the malicious acts of the few we may discourage
the beneficial acts of the many and saddle the
new technology with more restrictions than it
can withstand.®
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